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Abstract— There exist many opportunities for deploying au-
tonomic computing in an IT environment. The highest-value
opportunities are going to be where we can reduce human
decision-making complexity for systems administrators. To iden-
tify these opportunities, we need a model of decision comptiy
for configuring and operating computing systems. This paper
extends previous work on models and metrics for IT configuraibn
complexity by adding the concept of decision complexity. Ashe
first step towards a complete model of decision complexity, &
describe an extensive user study of decision making in a cdtgly-
mapped analogous domain (route planning), and illustrate bw
the results of that study suggest an initial model of decisio com-
plexity applicable to IT configuration. The model identifies the
key factors affecting decision complexity and highlights everal
interesting results, including the fact that decision comgexity has
significantly different impacts on user-perceived difficuty than
on objective measures like time and error rate. We also desitye
some of the implications of our decision complexity model fo
system designers seeking to automate the decision-makingdch
reduce the configuration complexity of their systems.

|I. INTRODUCTION
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approach focuses on complexity as perceived by expert-sers
for example, experienced system administrators who have
long-term experience with the systems they are managing—
and is based on a structural analysis of the configuration or
administration task itself, assuming all decisions arevikmo
and made correctly.

While this expert-focused approach is proving its value in
practical application within IBM, the fact remains that its
expert-only perspective limits the complexity insightsttlit
can provide. In particular, the expert-centric focus cvekk
some of the highest-value opportunities for reducing cexypl
ity via autonomic computing, where autonomic technology
can be applied to reduce the decision-making burden on less-
experienced system administrators or to simply reduce the
need for expert administrators in the first place. If we are
to find these opportunities through complexity analysis, we
need to understandecision complexity and build a decision
complexity model that applies to the process of configuring
and maintaining computing systems.

One of the most important benefits of autonomic computing However, quantifying decision complexity is not straigintf
is that it reduces the complexity of managing an IT enviward. Unlike the expert-only case, we cannot simply analyze
ronment. Visible complexity—of setting configuration krspb a “gold standard” procedure for complexity. Instead, we tmus
installing and updating software, diagnosing and repgirinunderstand how configuration decisions are made, whatrfacto
problems, and so on—is a challenge for IT. It hinders perinfluence those decisions, and how those factors contriloute
etration of new technology, drastically increases the @dst both perceived difficulty as well as objectively-measuradrt
IT system operation and administration (which today dwarftties like time and error rate. And, since our goal is ulttedga
the cost of the IT systems themselves [1]), and makes the be able to easily quantify points of high complexity, wesihu
systems that we build hard to comprehend, diagnose, abdild and use this understanding pragmatically, withowirg
repair. Autonomic computing technology offers the promiséo resort to complex cognitive or perceptual modeling.
of reducing this complexity, but only if applied at the right We quickly realized that the only way to make progress
points in the IT environment. To find these points, we neetbwards these goals was to formulate an initial model of
a way of identifying the high-value automation opportusti decision complexity and move rapidly to collect real data to
namely the points of highest visible management complexitgst that model and provide insight into factors that affect
in the IT environment. decision complexity. We designed and conducted an extensiv
In previous work [2], we argued that complexity can beuser study to produce data relating hypothesized decision
tackled quantitatively, with a framework that allows syste complexity factors to measured user perception ratingk ta
designers to assess the sources of complexity and direetly mtime, and error rate. Because of the difficulties of condhgrti
sure the effectiveness of potential complexity improvetsen a controlled study on actual IT tasks with a large population
Such a framework provides the key enabler for identifying thof practicing system administrators, we collected datarin a
high-value autonomic computing deployment opportunities alternative, more accessible domain—route planning—aiith
previous work, we also introduced an initial approach torgua experiment carefully designed to connect features of dmtis
tifying the complexity of IT configuration and managemenmaking in the route planning domain with analogous features
tasks, based on a model of the sources of configuration coin-the IT configuration domain.
plexity and a set of metrics derived from that model [3]. This Analysis of our study data reveals several interestingltesu



TABLE Il

Analogous to work in the HCI area [4], we further define the
ROUTE PLANNING DOMAIN BASED ON THE MODEL

formulation of a guidance system in table Il. The definitien i

Factors Route planning domain . .
Constraints Traffic based on what a good gwda_nce system s_hould prowdt_a.
Guidance (Global info) Map, Expert path In both tables | and II, we give examples in the IT configura-
gu!gance ESO%'thf'e_nge;i info CC5PS S tion domain to show the ground on which we build the model.
uldance osition Info urrent position Inaicator s H : . H
Consequence Reach the destination or ndt A specific example is the installation of a secured porta, sit

where a “how-to” guide provides global information guidanc

We found that task time was primarily affected by the numbet bOl_Jt tthe” st_ructgrefof :Ee ent[[re;,task; specmf[: dlalogdbaz(ﬁs
and type of constraints controlling the key decisions, a we € Install wizards for the portal's components providersno
iented guidance for configuring each separate

as secondarily by the presence of short-term goal-relatdgf™ 90al-0f

guidance. User-perceived difficulty was affected prinyaby componet:\t; |Itt|ebexp||ICIt pdo?mon mfo;]manon IS prr]owd. h
the short-term goal-related guidance factor, with a seapnd except what can be gleaned from matching screenshots in the

effect from the presence of status feedback and only minBPW'tO gmd_e with the on-screen display; and confogndmg
effects from constraints. Error rate was affected by sterrs information is present in the standalone documentation for
goal-related guidance and position guidance. The costrast each product component of t.he overall pprtal stack.

these results suggest the hypothesis that decision coityplex As stated above, our goal in constructing the 3-facet model

has multiple influences, and that system designers can op(ff- guidance, constral_nts, and consequences |s_to obta_m a
mize differently to minimize time, error rate, and perceive hlgh-l_evel unders_tandmg of the _forces involved in cregin
difficulty, respectively. decision complexity for IT operational procedures. Thuthwi

We have created a model from our study results that relat&e key factor_s.identified, the next step i,s to valida_te thejr
decision complexity in the route-planning domain to some df”lpact onﬁdecmﬁcn complex(;ty, ";‘f‘d to begin to qggntlfyﬁher:
the factors discussed above. Because of the constructiourof "€/ative effects. If we can do t 'S, We can provide a high-
experiment, we believe that this model should apply to dewis level fra_m_ework_ for assessing deC|5|(_)ns in IT processes and
complexity in the IT configuration complexity domain as well for prpwdmg glljldgnce to system designers seeking to reduc
and that it can be used to extract some initial guidance f(SjreC's'on complexity.
system designers seeking to reduce complexity. Howeeng th
is still a clear need for further extension and validatiorthof
mOdel in aCtuaI IT contexts. We describe some thoughts andTO validate our mode|' |dea||y we should conduct a user

future work on how we intend to accomplish that validationstudy where users perform a real IT configuration procedure.
These are the next steps to continue the exploration of thigowever we face some obvious difficulties here. First it is
crucial aspect of complexity analysis and can take us clwser challenging to obtain a large set of users with a consistent
a quantitative framework that can automatically identiyrgs  |eve| of IT experience, especially those with system admin-
of high complexity and thus target high-value opportusif@ jstration training. Second, it is difficult to finely tune aate
deployment of autonomic technology. IT configuration procedure to validate each component of our
model in a controlled, reproducible environment that aow
data collection from large numbers of users.

To understand decision complexity, we initially approathe Facing these challenges, we searched for an alternative
it with an attempt to build a low-level model that could caetu domain that would allow us to carefully control its elements
and compute every aspect of a human-driven configurati@nd that offered similar characteristics to the IT configjora
procedure. We then realized that such a model requiresdamain, so that a model built on it could be mapped back to
detailed understanding of human cognitive processes. THIE configuration domain. We ended up settling on the domain
approach is too complex for practical use, so we decideaf route planning.
to re-approach the problem from a high level, to understand In route planning, users navigate a set of interconnected
what factors influence decision making, and how those factopaths to arrive at a prespecified destination within celimiits
contribute to decision complexity. of time and distance traveled. As they navigate, they make

To address these questions, we formulated an abstract highultiple decisions based on information available to them a
level model. As shown in table I, the three major factorshe time. If they are unfamiliar with the map, the users are
we consider in our model areonstraints, guidance and effectively non-experts, and thus face decision compfeait
consequences. We choose these factors based on results froeach branch point. As shown in table Ill, the route planning
the HCI literature [4] as well as our own assessment of redlomain contains examples for all factors that we define in
IT configuration procedures, where the user is given variowsur model. In addition, it is familiar to ordinary users witin
types of guidance and needs to make different decisiongwhilithout an IT administration background, so user trainiag i
facing various constraints. The decisions made by the hser t unnecessary. Using this domain, we can conduct a user siudy t
generate different consequences in term of a specific usgr gdearn how people make decisions in the context of performing

Of the guidance, constraints, and consequences factoasprescribed procedure, which in our case is navigating a car
guidance is of particular interest because it is the majorce from one point to another, and extrapolate the results back
of information that users will rely on in making a decision.to the IT configuration domain. While the mapping is clearly

I1l. APPROACH

Il. MODEL AND HYPOTHESIS



TABLE |
HIGH-LEVEL MODEL OF DECISION MAKING

Factors

Definition

Configuration analogy (examples)

Constraints

Constraining conditions that restrict

users to avoid or make certain decisionscapabilities of a machine

compatibility between software products,

Guidance

Guiding information on decisions

documentation, previous configuration experierice

Consequence

Results from the decision

functionality, performance

TABLE Il

SUB-FACTORS WITHIN GUIDANCE

Sub-factors of Guidance

Definition

Configuration analogy (examples)

Global information

Providing an overview of the situation across
a set of short-term goals.

A “Redbook” describing the options for combinin
multiple software products into a solution

Short-term goal-oriented
information

Information needed for a particular short-term
goal, or goal of current interest is co-located
and directly answers the major decision.

A configuration wizard, such as a database tunin
wizard

Confounding information

Extraneous or misleading info not related to
goals are not presented.

A manual providing application configuration
instructions for a different OS platform

Position information

Information identifying relative order of currenf

decision across a set of decisions is provided

Feedback on results of last configuration action;
a task-level progress bar

Overview of the testcase display: (Annotation in brawn)

Your goal: navigate from House to Airport to minimize driving time

Pink circle = You are here

S_- =
Your starting | — x @‘ GPS enabled; follow the direction.
point |
= A0 N
N
When this
s-ggesteq P X r:hows up,
fastest path you can
without g, =~ \Isjmply follow
cons\d!ringE —_ e the GPS
dynamic direction
(raffi:J e [y
rY.ralfic report
A type I: static
traffic
£
e
Your'  _— — /
destinat
estination ]"' F
type Il
M— 3 a d; ic local
To [East | Elm St [Travel time: 10 mins] /]crzl;;:;“": o
To Elm St [Road close] " k
To [ North ] Oak Ave [Travel time: 10 mins]
To [Souh ] Oak Ave [Travel time: 15 mins]
Fig. 1. The screen-shot of a running test case.

not perfect, we believe that it is sufficient to provide a high -«
level understanding of how our model factors affect deaisio

complexity, giving us an initial step towards the goal.

IV. USERSTUDY

We designed an on-line user study that could be taken
by participants over the web. The study included multiple
experiments with different test cases. Each test casedvirée
levels of our key factors (guidance, constraints, conseces
and measured the user’s time, correctness, and reported dif
ficulty ranking. The detailed design and implementation of
our user study can be found in [5]. In each test case, the

possible components annotated. This is what the user saw aft
logging in and before starting the experiment. Note thatatiot
components showed up in each test case. In the beginning of
the experiment, we ask the user about his or her background.
At the end of the set of test cases, we ask the user to rank the
test cases according to difficulty.

V. SUMMARY OF RESULTS

We discuss both qualitative and quantitative results far ou
user study in [5]. We summary high-level results below.

Our results suggest the hypothesis that decision complexit
has multiple influences on time, error rate, and user-pezdei
difficulty, and suggests some rough approaches for reducing
complexity along these dimensions.

Depending on its goal, optimization for lower complexity
will have a different focus. The examples below illustrate
possible design approaches for reducing complexity.

« In the IT configuration domain, an installation procedurehwi
easily-located clear info (e.g. wizard-based promptsjHemext
step will reduce both task time and user-perceived complexi
though it is unclear how much it will affect error rate.

A procedure with feedback on the current state of the system

and the effect of the previous action (e.g. message windows

following a button press) will reduce user-perceived carjpy,

but is unlikely to improve task time or error rate.

« A procedure that automatically adapts to different sofevar
and hardware versions to reduce compatibility constrairilis
reduce task time, and may also cause a small reduction in
perceived complexity.

« Omitting positional feedback (i.e., by not showing users th
effects of their actions) may, counterintuitively, incseauser
accuracy, but at the cost of significantly higher perceivenh-c
plexity and task time.

VI. NEXT STEPS

user is presented with a map consisting of a series of roadA natural next step following this study will be to extend
segments and intersections. Each road segment is marked vahd validate the model in the IT configuration domain through

a travel time. The pink circle indicates current positiortoé

a controlled user study. Again we are facing the challenge

user in the map. The goal is to navigate a path from thef choosing a real scenario, which we can tailor to test
stating point (home) to the airport in the minimum amountarious factors of our model. We propose to use a simulated
of driving time, using the navigation buttons at the bottoninstallation process (Figure 2), where the user has a specifi
of the interface. Figure 1 shows an introductory page, with ainstallation goal to achieve and has to go through various



collection of a corpus of field data from practicing system
administrators performing configuration tasks on produrcti
IT environments.

Once we have completed the above calibration to metrics
such as time, skill, and error rate for specific configuration
procedures, we will then be able to recursively apply our
complexity analysis to the collections of IT configuratiamda
administration tasks performed in large IT shops. Here, ille w
use documented IT management processes to guide the analy-
sis; these may be the aforementioned ITIL best practicesr[6]
other multi-role IT processes formally-documented in swim
lane format, as described in [7]. Ultimately, our hope is & b
able to use such processes to guide an evaluation framework,

= or benchmark, that can analyze each key process activity for
Fig. 2. Mapping complexity and produce a prediction of the cost incurrediay t
process (in terms of labor cost and downtime cost). Whilg thi
- - AvgTimePerStep q Operation time \ . . . . .
Complexity is a lofty goal that will not be reached overnight, its reafian
e | My Rating (userperceved complexty) B Skilevels  ——> would provide a tremendous asset in helping to quickly targe
Consequences, .) N ) proasity e 7 complexity with technology like autonomic computing, and
, thus to simplify current IT infrastructures and ensure that
Fig. 3. Steps new ones we build have the least complexity possible.
decision steps based on provided information (wizard, agess VII. CONCLUSIONS

windows, buttons...) and choose the right path. For example Thjs paper takes the first step towards developing a model of
the installation process might be to install the web portg}ecision complexity in the context of configuring computing
software stack mentioned earlier, with the requisite dects systems, as a starting point to target optimal deployment of
concerning product versions and deployment topology. Thig tonomic functionalty. When fully fleshed-out, this model
approach has the following advantages: will help identify those points in an IT environment where

o it is close to a real IT installation process and thus will bereplacing manual decision-making with autonomic decision

familiar to most IT-trained people . - - A
. we will have full control over the process making will have the most value and impact. Our initial model

« we can borrow the framework from our route-planning study!Ser study, and analysis shows that decision complexity has
(on-line experiment engine, test case design etc) significantly different impacts on user-perceived difftguhan
In fact, as described earlier, there exists a mapping between objective measures like time and error ratg. Based on our
the route-planning domain and the installation domain. Fdesults we have also extracted some basic guidance forreduc
example, the traffic in driving can be seen as analogous t8g complexity. Our next steps are to validate the model & re
compatibility between software or to machine capacitytémi |T contexts, and extend to future work on mapping measures
Extrapolating from our earlier results, we can hypothesiz&rough the model to higher-level measures. Ultimately, we
that the quality of guidance provided—in terms of overalbelieve this path will bring us to quantitative tools thatlwi
global configuration flow as well as step-by-step goal-deec identify focal points for deployment of autonomic techrgyp
guidance—will dominate an IT administrator’s perceptidn oand drive the creation of less complex, more easily managed
decision complexity, whereas the degree of compatibilitst a IT infrastructures.
software configuration sequencing constraints will dor@na
the decision time in the installation/configuration praces . . .
H t steps we need to validate this hvpothesis WP'] J Humphreys and V. Turner, “On-demand enterprises aifity .comput-
owever, as next step ) ) yp > ing: A current market assessment and outlook,” IDC, Tectp.B&513,
concrete data from follow-on user studies in the IT domain.  July 2004. . _
After validating and refining the model in the actual 1T[2] ﬁénﬁ' u‘?;’i‘é": é"gr‘]jq ‘Iléxil;”l_zﬁlliﬁertelni’n‘énofatphrgofﬁﬂ ;?Chﬁegcgg'g%
context, the next step to take it further is to start prodgcin Eurogean V\brkShOp,pSep)t/émberoceed2004, g
mappings from the model-based measures to higher-level mgg A. B. Brown, A. Keller, and J. L. Hellerstein, “A model ofoofiguration
sures that speak directly to aspects of IT administraticst.co ~ complexity and its application to a change management syste Pro-
As fi 3 sh the id is t librat th del ceedings of the Ninth IFIP/IEEE International Symposium on Integrated
gure 3 shows, the idea is to calibrate or map the model Neork Management (IM 2005), May 2005.
measures to higher-level measures such as the time it takeg4] J. G. H. Christopher D. WickensEngineering Psychology and Human
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